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ABSTRACT
Legitimate interest is one of the six grounds for processing data
under the European Union’s General Data Protection Regulation
(GDPR). The flexibility and ambiguity of the term "legitimate inter-
ests" can be problematic; coupled with the lack of enforcement from
legal authorities and different interpretations from the various data
protection authorities, legitimate interests can be taken advantage
of as a loophole to collect more user data.

Drawing insights from multiple disciplines, we ran two studies
to empirically investigate the deceptive designs being used when
legitimate interests are applied in privacy notices, and how user
perceptions line up with these practices. We identified six deceptive
designs, and found that the ways legitimate interest is applied in
practice does not match user expectations.

CCS CONCEPTS
• Security and privacy→ Human and societal aspects of se-
curity and privacy; • Human-centered computing → User
studies; • Applied computing→ Law;
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1 INTRODUCTION
The European Union’s General Data Protection Regulation (GDPR)
outlines legal grounds for the processing of personal data to be
lawful (Article 6), including the legal basis of consent and legitimate
interest, amongst other grounds. Legitimate interest is defined in
Article 6(1)(f) of the GDPR as the processing that is “necessary for
the purposes of the legitimate interests pursued by the controller or
by a third party [25]. Pursuant to this paper, data controller refers
to a website or company that is processing personal data, such as
service providers, advertisers, and consent management platforms
(CMPs) [66].

While the practical implementations of the legal basis of consent
have already been studied in a variety of contexts [41, 54, 63, 66],
the usage of legitimate interests as a legal basis for data processing
by websites remains relatively unexplored. Yet, as highlighted by
legal scholars, out of all legal grounds under the GDPR, legitimate
interest is the most ambiguous one because it allows for broad
interpretations of different processing purposes [28, 47]. In fact,
the legal uncertainty of which data processing purposes should fall
under the legal basis of legitimate interest is currently the subject
of great attention at the EU level by the European Commission [22],
Data Protection Authorities (DPAs) [16, 25], the EU Court of Justice
(ECJ) [15], as well as other national courts. Moreover, the lack of
legal enforcement from regulators and courts may allow for this
legal basis to be exploited by data controllers as a loophole for
dubious data practices [28, 47]. Hence, there is a need for further
investigation into the use and applicability of legitimate interests
in practice.

Even though legitimate interests allow data controllers to process
data without explicit permission from the user, they have the right
to object to legitimate interests (Art. 21(1) GDPR). As a result, legit-
imate interests appear in website privacy notices 1 more and more
commonly (see Figure 1 for an example notice design). The poten-
tial for legitimate interests to be exploited to collect more user data
raises the question of whether its practical implementations use any
deceptive designs. In the context of consent, it has been shown that

1The notices we focus on this paper are also often called “consent notices", “cookie
banners", or "cookie pop-ups". We use the term "privacy notices" (not to be confused
with "privacy policies") here, since we refer to notices that do not just ask for consent
but also inform users of data processing based on legitimate interests.

https://doi.org/10.1145/3544548.3580637
https://doi.org/10.1145/3544548.3580637
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1145/3544548.3580637
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data controllers—including advertisers, service providers, websites,
and consent management platforms (CMPs)—use deceptive designs
in their privacy notices [41, 54, 63, 67].

Figure 1: An example of a consent-legitimate interest toggle.
This is a legally dubious design element because data collec-
tion purposes can only rely on either consent or legitimate
interest, not both [43]. Additionally, it may be unclear if data
is being collected even if “Consent" is switched off.

Deceptive designs, or dark patterns, are defined as user interfaces
which lead users into making decisions that benefit the online ser-
vice [40, 55, 62]. 2 In the context of privacy and data protection, we
are interested in deceptive designs that deceive users into making
poor privacy decisions, such as making it difficult to object to data
collection or using obscure or technical language [5, 41, 63]. Exactly
how often legitimate interests appear in privacy notices, what de-
ceptive designs arise in this context, and whether the amalgamation
of consent and legitimate interests settings into one notice makes
decision making harder for users, remain open questions, which
we investigate in this paper.

Beyond implementation practices and deceptive designs, it is also
important to understand user perceptions of legitimate interests
since they, as data subjects, are directly affected by an interference
with their right to the protection of personal data from Art. 8 of
the EU Charter of Fundamental Rights of the European Union [27].

Despite the many issues that legal scholars have noticed regard-
ing the use of legitimate interests [28, 47], there is a lack of research
investigating how this legal basis is applied in practice by data
controllers and perceived by users. To the best of our knowledge,
this paper is one of the first to provide the relevant empirical evi-
dence. Drawing insights from multiple disciplines, we conduct a
two-part investigation into legitimate interests. First, we examined
the practices and deceptive designs in the usage of legitimate inter-
ests by data controllers, as evidenced by website privacy notices.
Second, we study user understanding and perceptions of legitimate
interests.

The contributions of this paper are:
(1) We examined how the legal basis of "legitimate interests" is

being used in practice by data controllers (publishers and
CMPs) in privacy notices on their websites and discuss the
legal implications of these practices;

(2) We identified deceptive designs used by data controllers
when it comes to implementing the legitimate interest legal
basis for processing (Art. 6(1)(f) GDPR); and

2We generally use the term “deceptive design" to refer to this kind of design pattern
in this paper, but acknowledge that other terms, such as “misleading" or “manip-
ulative", may be more precise in certain cases. The term “dark pattern” has been
criticized https://medium.com/@carolinesinders/whats-in-a-name-unpacking-dark-
patterns-versus-deceptive-design-e96068627ec4.

(3) Building on our findings from the first study, we investigated
how end-users perceived legitimate interest data collection
purposes to provide a user context to these practices.

Study one identified deceptive designs used for the legal ground
of legitimate interest. Out of the 10,000 sites we crawled, 474 (4.74%)
included “legitimate interest(s)" in their privacy notices, and we
found that various UI and linguistic deceptive designs were present
in most of these notices. Legitimate interests, when disclosed, are
often difficult to object to, are designed in ways that might confuse
users, therefore leading to lower user engagement rates. Moreover,
our results demonstrate that IAB Europe’s Transparency and Con-
sent Framework (TCF) [21] has a major role in how legitimate
interest is applied in practice.

Based on the practices identified in the first study, study two sur-
veyed 400 users to understand how users perceived these practices.
We found that users were wary of the data collection practices that
are commonly used in practice, and that a data collection purpose’s
user acceptance, meaning whether users find a purpose essential or
are comfortable with it, is most impacted by who it is believed to
benefit: users are less likely to feel comfortable sharing their data
if they believe a purpose benefits data controllers more than other
stakeholders. Overall, we found that the ways legitimate interests
are used in practice are not in line with user beliefs about how
their data should be used, indicating that user preferences should
be taken into account when creating and revising data protection
laws and defining industry standards.

2 BACKGROUND
2.1 Legal Background
Legal requirements for processing personal data.

Legal basis. As the processing of personal data constitutes an
interference with the right to protection of personal data in Art. 8
EU Charter [27], it requires a justification based on Art. 8(2) of the
EU Charter. This justification may be provided by the consent of
the person concerned, or through "some other legitimate basis laid
down by law". This requirement is substantiated by Art. 6(1) (a-f)
of the GDPR that lists potential legal grounds for the processing of
personal data to be legitimate. Personal data shall only be processed
if at least one of six legal grounds listed in that Article apply: (a)
consent the data subject, (b) performance of a contract with the
data subject, (c) compliance with a legal obligation imposed on the
controller, (d) protection of the vital interests of the data subject, (e)
performance of a task carried out in the public interest, or (f) legiti-
mate interests pursued by the controller, subject to an additional
balancing test against the data subject’s rights and interests.

Applicability of the GDPR and ePrivacy Directive.While the GDPR
applies to the processing of personal data, the ePrivacy Directive
provides rules on the confidentiality of data on the user’s device.
Whenever cookies and other tracking technologies are stored and
read from the user’s device, the ePrivacy Directive [19] requires
controllers to request consent for the storage of such cookies in Art.
5(3) for certain purposes for processing data (such as advertising).
Based on a recent ruling by the European Court of Justice (ECJ) [10],
the GDPR and the ePrivacyDirective thus apply in parallel. A follow-
up question is then whether in case of cookies, where Art. 5(3)
ePrivacy Directive requires consent for the processing of personal

https://medium.com/@carolinesinders/whats-in-a-name-unpacking-dark-patterns-versus-deceptive-design-e96068627ec4
https://medium.com/@carolinesinders/whats-in-a-name-unpacking-dark-patterns-versus-deceptive-design-e96068627ec4
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data, a justification based on legitimate interests (Art. 6(1)(f) GDPR)
may still apply.

Legal requirements for the application of the legal basis
of legitimate interest.

Definition of the legitimate interest legal basis. This legal basis
(Art. 6(1)(f)) is elaborated by Article 29 Working Party (29WP) in
its Opinion 217 on the notion of legitimate interests of the data con-
troller [25]. 3 Accordingly, processing personal data will be lawful
when it is necessary for the purposes of the legitimate interests
of a controller or by a third party to whom data was disclosed to.
The general provision on legitimate interest is open-ended, with a
broad and unspecific scope [25], meaning that it can be relied upon
a wide range of purposes and it is not purpose-specific, as long as
its requirements are satisfied. This flexible definition also carries
heightened obligations on controllers to balance its own interests
with the rights and interests of users.

Role of legitimate interest. The 29WP recognizes the role and
usefulness of this legal basis provided that its requirements are
fulfilled [25]. Legitimate interest gives data controllers the ability
to innovate and provide better services, while ideally keeping them
accountable for their actions [30]. It aims at a balanced approach,
which ensures the necessary flexibility for data controllers for sit-
uations where there is no undue impact on data subjects, while
at the same time providing sufficient legal certainty and guaran-
tees to data subjects that this open-ended provision will not be
misused [25].

Requirements. The open-ended nature of this provision raises
important questions regarding its exact scope and application [25].
It is mandatory that such processing is necessary for the purposes
of a given interest. Given the required justification of an interfer-
ence with the right to the protection of personal data by Art. 8 EU
Charter [27], these legitimate interests may justify data collection
if they override the data subject’s interests and rights, such as the
right to privacy [9, 14]. Accordingly, some obligations impend over
controllers:

(1) they are required to perform a balancing decision in every
single context as to whether this requirement is met;

(2) they are obliged to inform users about the specific legitimate
interests pursued, and about the right to object to those (Arts.
13(1)(d), 14(1)(b), 21(1) GDPR);

(3) theymust pursue legitimate interests that are “lawful”,“sufficiently
clearly articulated” (i.e., transparent) and “represent a real
and present interest” [25, p. 25,52]; and

(4) they must use such interests under processing purposes that
are specific (sufficiently detailed) and explicit (unambiguous,
not hidden), and understood in the same way by everyone
involved.

Relationship between the legitimate interest legal basis and other
legal bases. Legitimate interest can be seen as a complementary to
other legal bases. It may help to prevent consent fatigue [44] and
over relying on other legal grounds (e.g., consent or contract) [25].

3The Article 29 Working Party (29WP) was the former European Data Protection
Board, a European Union body whose purpose is to ensure consistent application of
the GDPR and to promote cooperation among the EU’s data protection authorities.
While their opinions or guidelines are not formally binding, they hold much authority
in member states and provide comprehensive guidelines for data controllers as to how
they should apply the concept of personal data in practice.

Legitimate interest should not be used as a “catch-all”, “open door”
or “the weakest link” ground to fill in gaps for rare and unexpected
situations where the other legal basis are not applicable [25]. Le-
gitimate interest should neither be seen as a preferred legal basis,
should not be automatically chosen, or its use unduly extended on
the basis of a perception that it is less constraining than the other
grounds legitimizing data processing [25].

Design requirements. Certain data protection rules apply to
deceptive design. In particular, default settings must be designed
with data protection in mind, and hence, data controllers must "im-
plement appropriate technical and organizational measures which
are designed to implement data protection principles" according to
Art. 25 GDPR. They must ensure that, "by default, only personal
data which are necessary for each specific purpose of the processing
are processed". Promoting the idea of "data protection by design"
through this provision, the GDPR does not get more specific in
regulating deceptive designs.

Consent Management Platforms. Consent Management Plat-
forms (CMPs) provide privacy notices that can be embedded in
websites to enable streamlined compliance with the legal require-
ments for consent mandated by the ePrivacy Directive and the
GDPR. Hils et al. found that several CMPs used legitimate interests
as a way of collecting data [41]. Matte et al. found that 19% of ad-
vertisers collect data under legitimate interests grounds [56] where
consent should be used instead. Santos et al. found that CMPs offer
default consent banners featuring deceptive designs [66].

The GDPR and stakeholder guidelines provide a set of require-
ments for the formulation of legitimate interests. Due to the preva-
lence of legitimate interests being used to collect user data, it is
important to identify the purposes that data controllers are using
as legitimate interest purposes, and how users react to them.

2.2 Deceptive Design
Why deceptive design is commonly used. Deceptive design is
ubiquitous in online privacy notices [63] because data controllers
are incentivized to collect as much user data as possible for their
own gains [31, 77]. As a result, users are faced with ambiguity
about what is happening to their data [31, 51]. User data is a very
valuable commodity in this current online economy [77]. Data can
be used to benefit both the user and the data controllers by creating
better personalized services, provide user and market insights, and
gaining revenue from advertisers [8, 77].

Deceptive design vs. poor design vs. nudging. There is a fine
line between poor design, nudging, and deceptive design [13, 62].
We cannot ascertain how intentional data controllers’ deceptive
design practices are, but research has shown that these design el-
ements confuse and deceive users, as they can nudge most users
into making poor decisions by taking advantage of user psychol-
ogy [33, 34, 40, 46, 55, 62, 75] and can harm them [36]. Paternalism
is the idea that UI designs should nudge, or influence, users into
making decisions that are better for them [4, 69]. With deceptive
design, we see the opposite; users are nudged into making deci-
sions that are not in their best interests [31]. Regardless of the data
controller’s intentions, whether accidental or intentional, deceptive
design is very effective because it can nudge most users into making
poor decisions [33, 34, 40, 46, 55, 62, 75].
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Deceptive design in privacy notice consent settings. Only
11.8% of privacy notices fit legal standards [63, 67] since most are
riddled with deceptive designs [35, 63]. It is common to see default
selections that highlight the “Select all cookies" option, and mak-
ing it harder to reject them, hiding privacy-preserving choices, and
overloading users with too many options and layers in a privacy no-
tice [5, 31, 37]. In mobile applications, the situation with deceptive
designs is even more severe due to the lack of GDPR enforcement
in this space [48]; only 9.9% of apps included some form of privacy
notice [49].

Previous work demonstrated the impact of deceptive designs in
privacy notices: users are more likely to make consent decisions
that benefit the service more than themselves [41, 63, 73]. Santos et
al. stated that most of the research on the legality of privacy notices
tends to focus on the user interface level, and less on the text within
privacy notices [67]. They found that 89% of privacy notices violated
the law with just their wording and framing of purposes; 50% were
too vague, 30% used positive framing (i.e., making it sound like data
collection only benefits the user), and 42.41% misled users by using
false statements, which violates GDPR standards [67].

The majority of research has focused on the informed consent
aspects of privacy notices, but not the legitimate interest aspects of
privacy notices. Legitimate interest does not require user consent to
collect data, but is still included in many privacy notices. Therefore,
we are interested in investigating how legitimate interest is being
used in privacy notices to expand on this research.

Deceptive design regulation and enforcement. Most re-
cently, several data protection authorities (DPAs) and court de-
cisions were issued and forbade certain deceptive design practices:
preselection of choices [10]; difficulty to refuse consent as easily as
to accept (e.g., several clicks are necessary to refuse data collection
consent purposes) [11, 12]; misinforming users on the purposes of
processing data and how to reject them [12, 53].

The future Digital Single Act (DSA) [72] will finally ban deceptive
designs explicitly. It prohibits "online platforms to design, organize
or operate their interfaces in a way that deceives, manipulates or
otherwise materially distorts or impairs users’ free and informed
decisions" (Article 23a(1)).

Policy-making efforts attempt to address deceptive practices [23],
but regulation within EU data protection law lacks operational
guidelines for implementation by practitioners. As a result, there is
a lot of freedom for interpretation when it comes to deceptive de-
sign within privacy notices. This is especially problematic because
enforcement is still too slow compared to the speed and ubiquity
of deceptive practices.

2.3 User Perceptions of Personal Data
Collection

The majority of research on user perceptions of data collection
practices have been related to personalization of services and ad-
vertisements. We expand on this literature by investigating user per-
ceptions of legitimate interest practices. Previous work has shown
that users are generally aware that AI and personalization services
are reliant on user data to function [50], and have a general un-
derstanding of online tracking [8]. As a result, many users have

concerns about their online privacy, and feel they have little control
over their data [3].

Kozyreva et al. found in their survey of users that there is an
acceptability gap in the use of personal data for personalization.
Users are more likely to use and accept personalized services, but
are less accepting of giving up the personal data needed for these
services [50], which highlights the tradeoffs users need to consider
in exchange for convenience online. Chanchary and Chiasson’s
study showed that users generally were accepting of online be-
havioral advertising (OBA), but had preferences for the kind of
information they were willing to share online [8]. Overall, users
were more concerned about third-party tracking on online bank-
ing sites compared to other websites (e-commerce, search engine,
and social networking sites). When it came to sharing personal
information, users were more willing to share location information,
and demographic and computer information compared to personal
identification and financial information [8].

3 STUDY 1: PRIVACY NOTICE WEB CRAWL
The purpose of our first study was to understand how legitimate
interest is being (mis)used in practice, and identify deceptive de-
signs that are prevalent when applying the legal basis of legitimate
interest. As explained in Section 1 and 2.1, users have the right
to object to data processing based on legitimate interests. Hence,
our focus in this study was on privacy notices because they appear
to more frequently allow users to express their legitimate interest
preferences. Research questions we investigated in this study were:

(1) What are the data collection purposes used under legitimate
interest grounds?

(2) What kind of deceptive designs are used when it comes to
legitimate interest in privacy notices?

(3) Are the practices surrounding legitimate interest used in
privacy notices legal?

3.1 Web Crawl Methodology
We created a web crawler to analyze 10,000 websites’ privacy no-
tices from the Tranco top sites list 4 which provides rankings that
are oriented for research, and aims to be reproducible [65]. We
created a script using Selenium for Python 5 which went through
the top websites from March 12, 2022. We ran the script in May
2022 from a French IP address. Due to the GDPR’s requirement
that websites need to inform their users when their data is being
collected, we expected every website to contain a privacy notice
for us to analyze. However, we knew from our own observations
that not every website mentioned their legitimate interests in their
privacy notices, therefore we used a web crawler to investigate the
prevalence and uses of legitimate interests from a larger dataset.

The Selenium library uses a driver which initiates an automated
test software that opens up Google Chrome in another tab (using
Chrome driver). The driver then opened websites individually from
Tranco’s top websites list, collected that webpage’s data source, and
checked if “legitimate interest" or “legitimate interests" appeared. If
“legitimate interest(s)" was not found in the first page of the privacy

4https://tranco-list.eu/
5https://selenium-python.readthedocs.io/

https://tranco-list.eu/
https://selenium-python.readthedocs.io/
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notice, our crawler went to the next layer of the privacy notice, and
searched for it there.

As CMPs use different wording in their privacy notices, such
as “Show purposes" or “Select choices", for buttons that users can
click on to modify their preferences, we created an additional script
that identified these phrases used in our list of 10,000 websites.
Overall, we found 63 such terms used on English websites, including
“More options," “Customize", and “Learn more." Using this list of
phrases, our crawler clicked the buttons containing these phrases
if “legitimate interest(s)" was not found in the first layer.

In the second layer of the privacy notice, the crawler repeated the
same steps; it looked at the page source, and searched for “legitimate
interest(s)". If thesewordswere not found, the crawler wouldmark it
as not being present in the privacy notice. If the words were present,
the crawler made note of which page(s) of the privacy notice it was
in, and the number of clicks needed to access legitimate interest(s)
in the privacy notice.

The crawler flagged websites that contained the phrase “legiti-
mate interest" or “legitimate interests" in the HTML of the web page
(which is almost always in the privacy notice), and took screen-
shots of the privacy notices that mentioned these phrases for the
qualitative stage of data analysis. We took screenshots of the whole
privacy notice, including ones that were long and required scrolling
relevant pages containing “legitimate interest(s)". Refer to Section
1 of our Supplementary Materials for examples of the privacy no-
tices the web crawler flagged and screenshots it took. Additionally,
we captured the text relevant to legitimate interest(s) using the
Beautiful Soup Python library to supplement the screenshots 6.
This library scraped the text data by parsing over the HTML of the
webpages.

We only went up to the second layer because the most relevant
information for users tends to be on the first two layers; investi-
gating deeper than these two layers would require very complex
actions from our web crawler, most likely customized for individual
privacy notices. Additionally, most users only tend to look at the
first layer of a privacy notice [41].

Dataset. Our web crawler analyzed the top 10,000 websites from
the Tranco list, and flagged 643 websites as containing “legitimate
interest(s)" in the consent banner. Out of these sites, 474 were valid
for our study. We excluded cases where i) the privacy notice was
in a language other than English, ii) the website was changed or
removed when we conducted our analyses, and iii) the website only
contained the phrase “legitimate interest" in the HTML but not the
privacy notice.

3.2 Data Analysis
Quantitative analysis: Using the data from the web crawl, we

conducted statistical tests to understand the relationship between
implementation practices around the use of legitimate interest in
privacy notices.

Qualitative analysis: We conducted a content analysis of our
privacy notice screenshots taken by the web crawler. We analyzed
the page(s) of the privacy notice “legitimate interest(s)" was found

6https://beautiful-soup-4.readthedocs.io/en/latest/

in, and focused on details relevant to legitimate interest in the anno-
tating process. The annotating was performed by two annotators,
including the first author of this paper and a co-author. The anno-
tators initially used an inductive coding approach, which turned
into a deductive approach once they knew what to look for. The
annotators first met and coded 15 randomly selected privacy no-
tices together to determine what is important for the analysis. They
decided that in addition to focusing on UI design and linguistic
elements relevant to legitimate interest, it would be important to
keep track of:

• Whether the privacy notice mentions that legitimate interest
can be objected to;

• Whether users can object to legitimate interest in the privacy
notice (either by interacting with the privacy notice buttons
or being re-directed to another page/website to object);

• Whether the privacy notice listed the purposes for which
the data controllers were using legitimate interest for; and

• Whether there are elements showing a data controller is rely-
ing on both consent and legitimate interest as legal grounds
(such as toggles, see Figure 1),

After coding the initial 15 notices together, the annotators coded
the same set of 40 randomly selected notices independently. They
had a fewmore meetings and maintained online communications to
adjust and calibrate their codes. For the 55 notices which they coded
together, the agreement rate was 84.8%, with a Cohen’s kappa of
𝜅 = 0.70, which meant there was substantial agreement [60]. Since
the inter-rater reliability rate was high, and privacy notices are often
very similar to each other due to the standardized use of CMPs [41],
the annotators halved the remaining set of notices and coded them
independently. According to McDonald et al., it is acceptable to
divide the qualitative analysis if there is a large dataset [59], such
as ours with over 400 privacy notices.

3.3 Results
In our qualitative analysis of the 474 privacy notices that contained
“Legitimate Interest(s)", we identified 87 codes, and 8 themes. See
Section 3 of the Supplementary Materials for our codebook. We
will be using terminology from recent qualitative CHI papers to
discuss frequencies for our qualitative data in this section (see
Figure 2) [18, 38].

Figure 2: The terminology used to represent the frequency
of themes.

3.3.1 Prevalence and Usage of Legitimate Interests. We found that
474 websites (4.74%) of the 10,000 sites we crawled included their le-
gitimate interests in their privacy notices. Out of these websites, 273
(57.59%) websites mentioned their legitimate interests on the first
page of the privacy notice, and 201 (42.41%) mentioned it after the
user performs one click (e.g., the “next" or “show purposes" button).

https://beautiful-soup-4.readthedocs.io/en/latest/
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Common descriptions of legitimate interest used by most websites
were “legitimate business interest" and “processing without user
consent"

In our analysis, every website that mentioned “legitimate in-
terest" was using IAB Europe’s TCF [21], and therefore reusing
this framework’s legitimate interest purposes in their privacy no-
tices. This signifies the central role that the TCF has in the consent
landscape [41]. These purposes are described in Section 2 of our
Supplementary Materials.

When privacy notices described whose legitimate interests these
purposes were meant for, almost all mentioned these purposes were
for third party vendors, such as advertising partners, TCF and IAB
vendors, social media partners, and analytics partners. Only a few
mentioned that the service provider themselves were collecting
data for their own legitimate interest purposes.

3.3.2 Deceptive Design Elements. Our analysis found several de-
ceptive designs used when legitimate interest is included in pri-
vacy notices. We organized the legitimate interest-related deceptive
design elements into three categories: i) general UI elements, ii)
complex choice architectures, and iii) linguistic elements. Table
1 summarizes the UI, complex choice architecture, and linguistic
deceptive elements we identified. We fully describe the deceptive
designs we identified in Section 6.1.

3.3.3 General UI deceptive design elements. Wenoticed that i) many
privacy notices lacked an option to object to all legitimate interest-
based purposes, and instead prompted users to individually de-
select them (often at purpose and/or third party vendor level, see
Figure 3 for an example); ii) accessing legitimate interest purposes
often requires users to click through several pages, and iii) legiti-
mate interests may not be mentioned on the first page of privacy
notices (seen in 42.41% of our privacy notices).

3.3.4 Complex choice architectures. Complex choice architectures
refer to UI deceptive design elements that complicate the user’s
interactions with a website’s UI in the context of decision making.
Such elements were observed in our analysis (see Figure 1) and
included: i) toggles that rely on both consent and legitimate interest
as legal bases for collecting data for the same purposes, a practice
which has been declared illegal [43]; ii) making it difficult to object
to legitimate interests by directing users to the privacy policy or
the third party vendor’s website to object to processing; and iii)
requiring users to expand each legitimate interest purpose in the
privacy notice to manually opt out of each preselected purpose.

3.3.5 Linguistic deceptive design. Given that users may have vary-
ing commonsense interpretations of the term “legitimate interest",
we considered a privacy notice to use linguistic deceptive design
when it had poor, or missing explanations of what legitimate in-
terest meant. Our analysis yielded several observations. Firstly, we
found placebic explanations [17] of legitimate interest, with web-
sites providing mostly tautological definitions of what the concept
means, e.g., “How does legitimate interest work? Some vendors are not
asking for your consent, but are using your personal data on the basis
of their legitimate interest". Secondly, some websites mentioned “le-
gitimate interest" without providing any definitions. Thirdly, most
privacy notices did not mention whose legitimate interests the data
processing would benefit. Lastly, only 86.3% of privacy notices listed

purposes for which data was collected on the basis of legitimate
interest.

Figure 3: Users are often required to individually object to
legitimate interest at the purpose and/or vendor level.

3.3.6 Positive Framing. Most privacy notices used positive framing
when describing why users should accept a data collection purpose,
such as mentioning that user data provides users with free services,
that more data provides better results, and that accepting cookies
ensures proper site functioning. This result aligns with prior find-
ings on the framing of privacy notice purposes [67]. Highlighting
the positive aspects of processing makes users pay less attention to
other (negative) aspects (e.g., targeted advertising) [6] which are
important for a meaningful and informed decision.

3.3.7 Advertising. Using legitimate interest for advertising pur-
poses plausibly violates the lawful principle (Article 5(1)(a)GDPR),
hence rendering the practice unlawful [2, 43, 57]. Yet, manywebsites
disclosed that they were processing data for advertising purposes
on the basis of their legitimate interests. We found that in those
cases the privacy notices implemented the TCF, which lists several
advertising purposes as legitimate interests.

4 STUDY 2: USER REACTIONS TO
LEGITIMATE INTEREST AND CONSENT
PURPOSES

Based on the results of our web crawl study, we conducted a survey
to better understand how users react to various data collection pur-
poses. The full survey is available in Section 4 of our Supplementary
Materials.

The research questions for this study were:

(1) Does the website category impact user opinions of which
data collection purposes are acceptable to be used?

(2) What is people’s understanding of the term "legitimate in-
terest"?

(3) What do people expect or think is reasonable for companies
to collect under legitimate interest?

(4) What do people think the harms associated with data collec-
tion under legitimate interest purposes are?
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Table 1: The number of sites with different deceptive designs in the usage of Legitimate Interest (LI).

Privacy notice mentions that
users can object to LI

Users can object to LI in privacy
notice

Complex choice architecture:
LI and consent toggle present

Privacy notice lists LI
purposes

Yes 473 (99.8%) 464 (97.9%) 147 (31%) 409 (86.3%)
No 1 (0.2%) 10 (2.1%) 327 (69%) 65 (13.7%)

4.1 Methodology
4.1.1 Survey design. We distributed our survey using Qualtrics.
The median time needed to complete the survey was around 10
minutes. After briefly explaining the purpose of our survey, we
asked general background questions such as whether participants
have ever come across a privacy notice (Q1), whether they have
ever adjusted their privacy preferences (Q2), how concerned they
are about their data privacy (Q3), and how much control they feel
over their online privacy (Q4).

A central part of our survey was a vignette section where partic-
ipants imagined themselves using one of eight randomly assigned
website types (news, e-commerce, search engine, social media, gov-
ernment, non-profit, entertainment, or a banking site). We used a
between-subjects design, where everyone evaluated only one type
of website category, and we had an equal number of participants
evaluating each website category. Each vignette (i.e., website cat-
egory) included a screenshot to mentally situate the participant
in the environment of the website. These screenshots were non-
branded, meaning that they did not represent real websites, so that
participants would not be primed by their opinions of particular
services. The website categories were compiled based on previous
research by Habib et al. [38], Chanchary and Chiasson [8], and
Amos et al. [1]. Participants were presented with one randomly
selected vignette, but all survey questions and the evaluated data
collection purposes were the same, regardless of the website cate-
gory a participant was assigned to.

To gauge at whether certain consent-based purposes (Functional
and strictly necessary, UX improvements, and Sharing with third
parties) could potentially be future legitimate interests, we asked
participants how essential they deemed this purpose for the func-
tioning and service offering of that particular kind of website (Q5,
7, 9). We used a 5-point likert-scale, ranging from “1 - Completely
disagree" to “5 - Completely agree". We also asked participants to
rate how much they think each purpose benefited different stake-
holders (the user, service provider, third party vendors, other users,
and society) (Q6, 8, 10) on a 4-point likert-scale, ranging from “1 -
Not at all" to “4 - A lot".

From an operational point of view, the application of legitimate
interest means that, for certain purposes, personal data is collected
without the user’s explicit permission. We investigated how our
participants felt about this practice with respect to the purposes
commonly used under legitimate interest (Personalizing and mea-
suring content, Personalizing and measuring ads, Analytics, Develop
and improve products, Future innovations, Archiving, Security and
debugging, and Fraud and law enforcement), asking how comfort-
able they were with websites collecting data for these purposes
without asking for user permission (Q11, 13, 15, 17, 19, 21, 23, 25).
Additionally, we asked participants to rate on a 4-point likert-scale

how much they think each purpose benefits different stakeholders
(the user, service provider, third party vendors, other users, and society)
(Q12, 14, 16, 18, 20, 22, 24, 26). In this part of the survey, we did not
use the term “legitimate interest" because we anticipated that some
participants might not understand it. Instead, we paraphrased it
using an operational framing: “purposes that use data without your
permission".

The next section of our survey investigated participants’ general
understanding of the concept of legitimate interest and its prac-
tical implications. Questions included: asking participants whose
legitimate interests they thought websites were referring to when
collecting data for a “legitimate interest" purpose (Q27), presenting
screenshots of the four possible consent/legitimate interest toggle
configurations and asking participants in which configuration(s)
they thought data was being collected (Q28), as well as asking an
open-ended question about the perceived harms of using legitimate
interest for data collection (Q29).

The last section of the survey consisted of demographic ques-
tions. We asked about participants’ technical and privacy knowl-
edge using the web skills use survey (Q30-38) [39], their age (Q39),
gender (Q40), how long they had been living in the EU (Q41), where
they lived in the EU (Q42), and the language they primarily used
the Internet in (Q43).

4.1.2 Survey Validation. We initially piloted the survey with three
participants; one participant had a security and privacy background,
and two had non-computational backgrounds. Based on the findings
from our pilot, we revised the wording and presentation of the
survey, and released a pre-test with 30 participants, which is a
recommended sample size for survey validation [64].We distributed
the pre-test on Prolific 7, using the same pre-screening criteria as
in the final survey. We did not use the pre-test data for our final
analysis. The pre-test with 43 survey items had a Cronbach’s alpha
of 𝛼 = 0.92, which indicates that our survey had good internal
reliability [70]. We therefore did not need to further change our
questions.

To maximize the survey validity, we reused or adapted ques-
tions from previous studies where applicable. Some questions and
multiple choice responses were adopted from previous work by
Kozyreva et al. [50] (for the question, How concerned are you about
your data privacy when using the Internet?). Habib et al.’s codebook
was used to inform some multiple choice responses [38]. In the de-
mographics section, we used the web skills use survey by Hargittai
and Hseih [39]. We were also careful to ensure that there was a
correspondence between the survey questions and our research
questions. For example, for RQ3: What do people expect or think
is reasonable for companies to collect under legitimate interest? we

7https://www.prolific.co/

https://www.prolific.co/
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asked, Sometimes, websites might collect data for the following pur-
poses without asking for permission. For [insert legitimate interest
purpose], how comfortable are you with this?

4.1.3 Taxonomy of purposes. There is no centralized nor stan-
dard list of legitimate interest purposes, as this legal basis is de-
termined on a case-by-case basis with the legitimate interests bal-
ancing test [32, 44]. Accordingly, pursuant to our survey, we used
the purposes from the Cookiepedia Database 8, which provides
an extensive database and categorization of cookies, and is often
used in empirical studies on cookies [42, 66]. Additionally, we
looked to guidelines from the European Data Protection Board
(EDPB) [25], Center for Information Policy Leadership (CIPL) [7],
and the TCF [21] to find which purposes can be based on legitimate
interest.

After several discussions, we agreed to survey participants on 11
purposes for section two of our survey - eight of which were based
on legitimate interest (therefore not requiring consent), and three of
which are subject to consent, but were interested in seeing if users
might deem them essential, therefore potential legitimate interests.
We were broadly interested in the legitimate interest purposes we
identified from the first study, but also purposes related to the repur-
posing of data, such as Future innovations, Archiving, and Product
development because of their relevance to critiques of data mini-
mization [29, 76] and their general importance to scientific, social,
and product development. For the three consent-based purposes, we
included them because they are commonly used purposes [41, 66],
therefore we were interested to see if we could reduce user fatigue
by including these as potential legitimate interests in the future.

For purposes that were very similar, such as TCF-based Create a
personalized ad profile, Select personalized ads, Create a personalized
content profile, and Select personalized content we amalgamated
them into general purposes called Personalized content delivery
and measurement and Personalized ad delivery and measurement to
reduce repetition for participants. Below, we list the purposes and
definitions we presented to participants. The table in Section 6 of
our Supplementary Materials describes the reasoning behind each
purpose and where we sourced it from.

• Functional, strictly necessary purposes: enables you to move
around the website and use its features

• User experience (UX) improvements: collect and process in-
formation about your use of the website to provide you with
personalized enhanced features, like to remember the choices
that you made

• Sharing data with third parties: sharing your information
with third-parties beyond the website you are visiting

• Personalizing and measuring content: create and display per-
sonalized content that is relevant to you, content you interact
with are measured for performance and effectiveness

• Personalizing and measuring ads: deliver, personalize ads, se-
lect and measure the effectiveness of these ads. Advertising
and marketing material can be shown to you based on the
content you’re viewing, the app you’re using, your approx-
imate location, or your device type. Ads you interact with
are measured for performance and effectiveness

8https://cookiepedia.co.uk/classify-cookies

• Analytics, statistics, and audience insights: measure, improve
and report on your engagement with the website service, like
the number of unique visits to a website, how long users stay
in the site, what parts and pages of the website are browsed,
main searched keywords, etc. Apply market research to learn
more about audiences who visit sites/apps and view ads

• Developing and improving products: Your data can be used to
improve existing systems and software, and to develop new
products and functionalities

• Future innovations: your data can be used for future innova-
tions unrelated to the service the website currently provides

• Archiving data for scientific or historical research, public in-
terest, or statistical purposes: your data can be used for future
archiving purposes in the public interest, scientific or histor-
ical research purposes or statistical purposes

• Security and debugging: your data can be used to ensure
systems are working properly and securely

• Fraud detection and law enforcement: your data can be used to
monitor for and prevent fraudulent activity, and indicating
possible criminal acts and threats to public safety.

4.1.4 Participants. For both the pre-test and final survey, we sur-
veyed internet users who speak English and have been living in
the EU for at least one year, as we wanted participants who have
been exposed to the GDPR and cookie policies. We used Prolific and
recruited participants with a minimum approval rate of 90% on the
platform to ensure high-quality answers. Our institutional review
board declared that our study was exempt from federal human
subjects regulation.

We conducted a power analysis to determine the sample size for
our survey with 8 website category conditions. To achieve high
(0.8) statistical power, we needed approximately 400 participants.
Since participants were based in the EU, we expected all of them
to have seen privacy notices. Yet, one participant said they had
never encountered a privacy notice before, we therefore excluded
them from the analysis. Participants were compensated 2,70€ in
exchange for approximately 15 minutes of their time. From our
observations during the pilot studies and median completion time
from our pre-test survey, it was determined that 15 minutes was
likely to be more than enough time to complete the survey.

In total, we analyzed 399 responses. We had 250 male, 145 female,
and 4 non-binary participants. As is the case with most research
using online crowdsourcing platforms, our participants were mostly
young, with 76% being between 18 and 34 years old [45, 68]. Almost
all (96.24%) had lived in the EU for over four years, and over half
(54.14%) primarily used the internet in English.

https://cookiepedia.co.uk/classify-cookies
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Table 2: When a website tells you they are collecting data for
“legitimate interest” purposes, whose legitimate interests do
you think they mean? [Select all that apply]

User Group Count

You (the user) 64
The company offering the service (service provider) 367
3rd party vendors (e.g., advertisers) 255
Society 46
Other users of the service 40
Unsure 26

4.2 Results

Table 3: “Under which scenarios do you think your data
would be collected? [Select all that apply]"

Toggle Options Count

Both toggles selected 355
Consent only selected 249
Legitimate interest only selected 280
No toggles selected 56

4.2.1 User understandings of legitimate interest. Our survey indi-
cated that the majority of participants believe that, when data is
collected for legitimate interest purposes, those are the legitimate
interests of the service provider and third party vendors. However,
a non-negligible number of respondents incorrectly believed that
data was collected in the legitimate interest of themselves, other
users, or society (see Table 2).

When it comes to the consent/legitimate interest toggles present
in privacy notices, most participants also tended to believe that
data was being collected unless no toggles were selected, as seen
in Table 3. Participants generally have a correct understanding of
whom legitimate interests benefit the most and what happens in
practice when consent and legitimated interest decision making is
amalgamated, but there are some users whose beliefs are incorrect.
This result shows that some users are likely making ill-informed
decisions with regard to their data processing preferences.

Table 4: User Evaluations of Legitimate Interest Purposes

Legitimate Interest Purpose Mean Median

Personalized content and measurement 2.07 2
Personalized ads and measurement 1.80 2
Analytics 2.42 2
Develop and improve products 2.85 3
Future innovations 2.47 2
Archiving data 2.80 3
Security and debugging 3.17 3
Fraud and law enforcement 3.03 3

4.2.2 User evaluations of legitimate interest data collection purposes
(out of 5). For the eight legitimate interest purposes we tested,
we aggregated our data across all website categories (see Table 4
for mean and median scores). Herein we found that security and
debugging, and fraud and law enforcement were the most likely to be
purposes for which users felt comfortable sharing data for without
their permission. Wilcoxon signed-rank tests found that security
and debugging and fraud and law enforcement were statistically
significant with every single purpose except for each other (𝑍 =

84603, 𝑝 = 0.15). This confirms that users were more comfortable
with these purposes compared to other purposes, but users’ comfort
with security and debugging and fraud and law enforcement did not
differ significantly from each other.

Personalized ad delivery and measurement received the lowest
levels of user comfort scores. Wilcoxon signed-rank tests confirmed
that the Personalized ad delivery and measurement purpose was sta-
tistically significant with every legitimate interest purpose, there-
fore confirming that users felt the least comfortable with this pur-
pose. Refer to Section 7 of the Supplementary Materials for detailed
Wilcoxon test results. We found that users are not very comfortable
with develop and improve products, archiving data, future innova-
tions, analytics, and personalized content and measurement, but they
are not viewed as negatively compared to personalized ad deliv-
ery and measurement. Figure 4 illustrates the user ratings for the
legitimate interest purposes included in our study.

Figure 4: User ratings of how comfortable they are when
their data is collected without permission for the following
purposes: 1) Personalizing and measuring content, 2) Per-
sonalizing and measuring ads, 3) Analytics, 4) Develop and
improve products, 5) Future innovations, 6) Archiving, 7) Se-
curity and debugging, 8) Fraud and law enforcement. The
box displays the median, first, and third quartiles, the dots
represent outliers.

4.2.3 Purposes deemed essential. For the three consent-based pur-
poses included in our survey, we found that participants found the
sharing with third parties and UX improvement purposes the least
essential, and functional, strictly necessary the most essential (see
Table 5 for mean andmedian scores). Figure 5 illustrates user ratings
for these purposes in our study. From this, we see that functional,
strictly necessary purposes could potentially be included as a future
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Table 5: User Evaluations of Potential Essential Purposes

Purpose Mean Score Median Score

Functional, strictly necessary 3.9 4
UX improvement 3.02 3
Sharing with third parties 1.7 1

Table 6: Regression Table of the Factors Impacting User Ac-
ceptance of a Data Collection Purpose

Variable 𝛽 t p

Purpose benefits the user (themself) 0.43 7.30 < 0.001**
Purpose benefits society 0.17 2.10 0.04*
Purpose benefits other users 0.21 3.56 < 0.001**
Purpose benefits service providers -0.16 -2.30 0.02*
Purpose benefits third party vendors -0.19 -3.32 < 0.001**
Participant’s knowledge of privacy
settings 0.04 0.80 0.43

Participant’s age 0.01 0.18 0.86
Participant’s gender 0.01 0.14 0.89

legitimate interest purpose. We do not suggest UX Improvements or
Sharing with third parties be legitimate interests due to low ratings.

Figure 5: User ratings of how much they deem the following
purposes essential for the functioning of their given website
category. The box displays the median, first, and third quar-
tiles, the dots represent outliers.

4.2.4 Impacts on user acceptance of a data collection purpose. We
ran a multiple regression to see what impacts the user acceptance of
a data collection purpose the most (see Table 6 for results). Here, we
define user acceptance as how comfortable users are with sharing
data for a specific purpose without their consent or how essen-
tial a purpose is judged to be. We found that user acceptance of a
data collection purpose is impacted most by whom the data col-
lection purpose is believed to benefit, 𝐹 (58, 341) = 5.99, 𝑝 < 0.001,
𝑅2 = 0.50, 𝑅2

𝑎𝑑 𝑗𝑢𝑠𝑡𝑒𝑑
= 0.42. If users believed a purpose benefits

themselves, society, or other users more, they are more likely to
accept this purpose, regardless of their demographics or knowledge
of privacy settings. However, if a purpose is believed to benefit
service providers or third party vendors more, users are less likely
to be accepting of this purpose.

4.2.5 Some website categories impact how some data collection
purposes are evaluated. Due to our data being likert-scale, we ran
one-way Kruskal-Wallis tests for the different data collection pur-
poses to check whether website category impacts user acceptance
of the 11 purposes.

We found significant results for functional and strictly necessary
(𝐻 (7) = 19.32, 𝑝 = 0.007) and sharing data with third parties pur-
poses (𝐻 (7) = 17.14, 𝑝 = 0.02). After identifying purposes where
there were significant effects, we ran Dunn’s post-hoc tests to iden-
tify which website categories were impacted.

The category a website belongs to impacts user opinions of
how legitimate interest purposes are used to some extent, but only
for news, search engine, and banking websites, and for certain
purposes only. Participants found functional and strictly necessary
purposes more essential for search engine (𝑝 = 0.04) and banking
sites (𝑝 = 0.01) compared to news sites. Additionally, participants
found sharing data with third parties to be significantly less essential
for banking sites compared to search engine (𝑝 = 0.02) and news
websites (𝑝 = 0.01). This is a similar finding to previous research
which found that users were most concerned about third party
tracking on banking sites compared to other kinds of sites [8].

4.2.6 Harms associated with legitimate interest data collection. We
introduced an open-ended question in our survey asking partic-
ipants what harms they believed were associated with data col-
lection for legitimate interest purposes. With these responses, we
conducted a qualitative analysis to identify the harms participants
mentioned.

Table 7 lists these identified harms, and how often they came up;
we explain the meaning of these harms, along with example quotes
from participants. In total, we received 457 different responses
because some participants listed down several harms. Since this is
a qualitative analysis, it is possible that some harms may overlap.

4.3 Demographic Effects
In this section, we ran Spearman correlations between various
demographic factors with user acceptance ratings for data collec-
tion purposes, and general privacy behaviors. To avoid spurious
correlations, we used a Bonferroni correction [52].

4.3.1 The effect of privacy settings knowledge. A participant’s pri-
vacy settings knowledge was determined by what they rated them-
selves for their knowledge of privacy settings in the web skills use
survey. We found that those with more privacy settings knowledge
were more likely to adjust their privacy preferences in privacy no-
tices (𝑟 (397) = −0.18, 𝑝 < 0.001), and more likely to feel concerned
about their data privacy (𝑟 (397) = 0.17, 𝑝 = 0.001). We did not find
any significant correlations between privacy settings knowledge
and user acceptance of any data collection purposes.
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Table 7: Potential Harms of Legitimate Interest According to Users

Harm Prevalence Participant Quote

Unwanted advertising: Users are concerned
about their data being used for profiling, or
just being collected to send them unwanted ads.

16.4%
(out of 457
responses)

"Being profiled and getting targeted ads that
uses personal data for benchmarking and
displaying relevant ads that people don’t want"

Data breach: Concerns that if companies that
have their data are the victim of a security attack,
their data will be compromised.

28.5%
"Companies could be hacked, my personal
data could be leaked or easily accessed by
someone else”

Privacy concerns: General beliefs about how
data collection infringes on one’s privacy. 20.6% "The lack of privacy, as your habits and likes

can be easily tracked”

Misuse of data: Beliefs that companies that have
access of one’s data may sell their data, or use it
for nefarious reasons.

15.6% "Companies could sell data to government
or terrorist organizations"

Loss of control: There is a lack of transparency in
what happens to user data once they give it away,
therefore users are concerned about who has
access, and what it is being used for.

11.5%

"I have no control over what companies are
holding information on me and what it is being
used for, parties are profiting from my
information with no compensation to me”

Manipulation of users: Users have an
understanding that data can be used for
personalizing content and advertisements, and
view it as something that can influence them.

6%
"Isolating users in thought bubbles and
making different parts of society unable to
coexist peacefully”

Are not worried 0.02% "I see no serious damage, I have nothing
to hide."

Unsure 1%

4.3.2 Age. We found that age has no correlation with whether
one modifies their privacy settings in privacy notices, how con-
cerned they claimed to be about their data privacy, or how much
control they feel over their data. However, we found that com-
pared to older individuals, younger individuals are more comfort-
able with certain purposes being used for data collection. Younger
individuals are more comfortable with personalized content deliv-
ery and measurement (𝑟 (397) = −0.14, 𝑝 = 0.007), personalized
ad delivery and measurement (𝑟 (397) = −0.13, 𝑝 = 0.008), devel-
oping and improving products (𝑟 (397) = −0.11, 𝑝 = 0.02), future
innovations (𝑟 (397) = −0.12, 𝑝 = 0.02), security and debugging
(𝑟 (397) = −0.12, 𝑝 = 0.02), and fraud detection and law enforcement
purposes (𝑟 (397) = −0.12, 𝑝 = 0.02).

4.3.3 Gender. There were no correlations between gender and
whether one changes their privacy settings, or their concern over
their data privacy. However, we found that women were more likely
than other genders to feel like they had less control over the data
that is collected from them online (𝑟 (397) = 0.14, 𝑝 = 0.006). Com-
pared to other genders, men were generally more comfortable with
certain purposes being used for data collection such as: personalized
content delivery and measurement (𝑟 (397) = −0.12, 𝑝 = 0.02), ana-
lytics, statistics and audience insights (𝑟 (397) = −0.14, 𝑝 = 0.005),
future innovations (𝑟 (397) = −0.15, 𝑝 = 0.004), archiving data
(𝑟 (397) = −0.10, 𝑝 = 0.04), and security and debugging purposes
(𝑟 (397) = −0.14, 𝑝 = 0.005).

5 LIMITATIONS
In our web crawl, we removed websites that were not in English
for our analysis, and only analyzed English privacy notices. As a
result, our results may not be generalizable to all languages spoken
in the EU. Additionally, we ran our crawler back in May 2022, and
the internet is constantly updating and changing, therefore we may
not capture all the recent updates made to privacy notices.

In study two, participants were generally younger, which is com-
monly seen in studies using online crowdsourcing platforms [45,
68], therefore our results may not be reflective of how the general
population feels about various data collection purposes. To ensure
that we got a sufficient number of responses to the open-ended
harms question (outlined in Section 4.2.6, we made the question
obligatory. Therefore, the proportion of users who claim to be un-
sure of the harms of legitimate interest may underrepresented in our
results. Additionally, we note that the harms participants mentioned
might not be specific to legitimate interest-based data collection,
but rather to data collection more generally – as we found in Sec-
tion 4.2.1, not all participants have an accurate understanding of
legitimate interest.

It is also possible that because users are not always aware of the
various data collection purposes used to collect their data, some
purposes we presented could have been misunderstood by our
participants. We tried mitigating this by including user-friendly
texts for each purpose, but participants could have skimmed our
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definitions and based their judgements on what they think they
know about a given purpose.

6 DISCUSSION
Study one identified how legitimate interest is being used in prac-
tice, and study two investigated how users perceive these practices.
Our findings indicate that we must not only work towards making
data processing under legitimate interests more transparent for
users, but also that we must improve the surrounding design prac-
tices so as to incentivize user engagement with legitimate interest
preference mechanisms.

The use of legitimate interest is exploited through decep-
tive design practices both at UI and linguistic levels. From our
findings, we noticed that the implementation of this legal ground
has many UI and linguistic deceptive design elements so far un-
reported in the literature of deceptive designs. In particular, more
attention should be paid to deceptive designs that go beyond the
UI. Complex deceptive designs often combine multiple dubious
practices in one interface [13], as our study found with linguistic
and UI deceptive designs being used when presenting legitimate
interest. Section 6.1 outlines the deceptive designs we identified in
more detail.

Legitimate interest deceptive designs may be intentional.
We believe that legitimate interests might be purposefully designed
in a way to limit user interactions with these purposes so that
websites and CMPs can collect as much user data as possible, and
therefore receive more revenue. Several findings from Study 1 sup-
port this position. Firstly, only 4.74% of the top 10,000 websites
mentioned “legitimate interest(s)" in their privacy notices; presum-
ably, many more sites are using this legal basis without disclosing
it to users. Secondly, it is difficult to object to legitimate interests,
as 42.41% of sites only mention legitimate interest in the second
layer of a privacy notice. Thirdly, 31% of sites included a legally
dubious consent/legitimate interest toggle. Lastly, several sites re-
quired users to object individually to legitimate interest purposes
and vendors. These design elements are problematic because they
will likely lead to low user interaction rates. A study by Hils et al.
showed that only 1.3% of user interactions with privacy notices
involved adjusting toggles to consent to specific vendors/purposes,
and most user interactions occur only in the first layer of a privacy
notice [41, 58, 71, 73].

IAB Europe’s TCF has a major impact on how legitimate
interest is applied in practice. Notwithstanding several legiti-
mate interest-related requirements and guidelines (see Section 2.1),
we only saw the TCF’s legitimate interests purposes being imple-
mented in practice. Notably, websites continue to use the TCF even
after this framework was declared to breach the GDPR by using
unlawful practices and for collecting data for advertising purposes
on the ground of legitimate interests in February 2022 [2, 74]. In
September 2022, the TCF was brought to the highest court of the
EU (European Court of Justice). 9

This shows the impact of the TCF in how legitimate interest is
implemented in practice and the lack of enforcement to ensure TCF
adheres to the legal standard. We noticed that the way TCF-based

9https://www.dataprotectionauthority.be/iab-europe-case-the-market-court-refers-
preliminary-questions-to-the-court-of-justice-of-the-eu

CMPs implemented privacy notices differed in terms of their design:
some CMPs use more deceptive designs than others, which has been
reflected in previous research [63]. Since CMPs provide websites
design templates for privacy notices at scale, it is important that
this market segment is monitored [63, 66].

Users are not fully aware of which legal basis data is being
collected on, who is collecting data, or whom it benefits. Users
tended to believe that i) legitimate interests benefit service providers
and/or third party vendors, and ii) their data was being collected
when both or at least one (consent or legitimate interest) toggle
was selected in the privacy notice. Even though our findings show
that the majority of participants were correct in their assessments,
they also highlight that a non-negligible number of users have
ill-informed beliefs about legitimate interests. Thus, a question
arises of whether all users can object to legitimate interests in an
informed manner, especially since legitimate interests are often not
disclosed to users in privacy notices or meaningfully explained. The
way the legal basis is used might in particular not be transparent
to users without a legal background who rely on commonsense
understanding of the term "legitimate" and their own intuitions
about whose "interests" are being considered.

Users are not fond of personalization nor advertising pur-
poses, despite how often these are used in practice.Overall, the
purposes of personalized ad delivery and measurement and person-
alized content delivery and measurement received low scores from
users, which is at odds with how often personalization purposes are
used in practice. However, personalized content delivery and mea-
surement was more acceptable to users compared to advertising
purposes. This indicates that users may not view personalization as
neutral, but instead view it as harmful, as 6% of the identified harms
had to do with how personalization could be used to manipulate
users. Moreover, data collection purposes often group personalized
ads and content together, but our study found that users evalu-
ate personalized content and personalized ads differently, echoing
previous findings [8, 50]. Many websites listed several advertising
purposes as their legitimate interests, a practice which users tend
to disapprove of according to our results, and is illegal [43].

User acceptance of a data purpose is impacted most by
whom it is believed to benefit.We found that users tend to think
most data collection purposes benefit service providers and third
party vendors. There were some variations in user acceptance for
some purposes, such as fraud and law enforcement being judged to
benefit all user groups more equally. Who users believe a purpose is
judged to benefit has the biggest impact on user acceptance of a data
purpose, regardless of user demographics or privacy knowledge.
If a purpose is judged to benefit the users themselves, other users,
and/or society more than the service provider and/or third party
vendor, then there is more user acceptance for data processing.

6.1 Deceptive Design Elements
We describe the legitimate interest-related deceptive designs identi-
fied in our study using existing privacy deceptive design taxonomies
which were identified by Bosch et al. [5] and Brignull [40], as well
as describing other deceptive designs not previously covered in the
literature. Deceptive designs we identified that were previously de-
scribed by Bosch et al. includedmaximize, centralize, and obscure [5].

https://www.dataprotectionauthority.be/iab-europe-case-the-market-court-refers-preliminary-questions-to-the-court-of-justice-of-the-eu
https://www.dataprotectionauthority.be/iab-europe-case-the-market-court-refers-preliminary-questions-to-the-court-of-justice-of-the-eu


Investigating Deceptive Design in GDPR’s Legitimate Interest CHI ’23, April 23–28, 2023, Hamburg, Germany

Deceptive designs we identified that were previously described by
Brignull included roach motel [40] (also called false hierarchy) [13].
We also additionally identified the deceptive designs of complex
choice architecture, and misleading terminology.

Maximize means to collect as much personal data as possible—
more than what is needed for the task [5]. This deceptive design
was exemplified by the following: i) each purpose can only have one
legal basis, but our results show that 31% of sites have purposes in
privacy notices that rely on both legal bases (consent and legitimate
interest); ii) legitimate interest-based purposes and/or vendors were
often pre-selected as a default (in privacy notices that allow users to
object); and iii) objecting to legitimate interests can be complicated,
as it sometimes requires users to individually opt out by purpose
and/or vendor, or go through multiple layers of a privacy notice to
object.

Centralize refers to when personal data is “collected, stored,
or processed at a central entity" [5]. With the presence of various
adtech companies and CMPs embedding the TCF, we noticed that
most of the same TCF-based CMPs collected data from users across
multiple websites.

Obscure means to make it difficult for data subjects to know
how their personal data is being collected and used by data con-
trollers [5]. In our analysis, we found that “legitimate interest" is
only mentioned in 474 (4.74%) out of the 10,000 websites we ana-
lyzed, therefore many users are probably unaware that legitimate
interests are being used to collect data without their consent. Only
86.3% of sites disclosed their legitimate interest purposes, but not
all sites allowed users to object to such processing easily.

Roach motel, also referred to as a false hierarchy [13], are de-
ceptive designs where it is easy for users to enter into a situation,
but it is difficult to get out of it [40]. While it is easy for users to
accept all purposes, objecting to legitimate interests and managing
one’s choices after accepting is much more difficult.

The GDPR requires an opt-in consent approach, where users
manually opt into purposes/vendors they want to consent to when
they make their granular consent choices [10]. However, such a
rule is not explicitly required for legitimate interest, which is often
managed in an opt-out manner. Users then need to manually opt out
of pre-selected purposes/vendors they do not want to share data
with. Such an approach is not effective for reverting preferences
for data collection because users tend to not adjust their privacy
settings once the defaults have been selected [5, 54].

As mentioned in Section 2.1, practices related to unbalanced
choices in privacy notices were deemed illegal and the companies
implementing them were fined by DPAs. The same reasoning re-
garding balanced choices applies to legitimate interest settings (i.e.,
objecting to such purposes should be as easy as it is to accept or re-
ject consent) and reflects the principle of data protection by design
(Art. 25 GDPR).

In addition to the privacy deceptive design patterns identified
using previous taxonomies, we also identified two other deceptive
design patterns related to legitimate interests:

Complex choice architecture. This term describes a choice
architecture that is complicated, therefore confusing to users and/or
obscuring information, whether intentionally or accidentally. We
found that legitimate interest elements in privacy notices contain
many complex choice architectures. Examples include i) legally

dubious toggles that rely on both consent and legitimate interests,
therefore introducing complex decisionmaking logic, ii) mentioning
their respective legitimate interests in deeper layers of a privacy
notice, therefore obscuring information, and iii) requiring users to
manually opt out of individual vendors and/or purposes, therefore
flooding users with multiple decision choices.

Vague terminology. The term “legitimate interest" is used in
a vague and ambiguous way in practice. This has created a huge
margin of interpretation that is, as our studies show, exploited to
the detriment of data subjects’ rights. In Article 6(1)(f) GDPR, “legit-
imate interests" are referred to as the “legitimate interests pursued
by the controller or by a third party", yet none of the privacy notices
we analyzed used this wording.

The term “legitimate interest" by itself is vague, and we antici-
pate that many users will not understand whose legitimate interests
are being considered. Additionally, describing data processing pur-
poses as “legitimate" implies that these purposes are authentic,
or justified, which may not always be the case. This is especially
problematic because our analysis indicated that most companies
provided unhelpful explanations of legitimate interest that do not
explain what it means, and only 86.3% of privacy notices listed the
purposes that relied on legitimate interest. The fact that privacy
notices do not mention what legitimate interest is could violate the
requirement that the interests pursued by data controllers must
be clearly articulated and transparent [25]. Also, if purposes are
not listed, this might violate the GDPR transparency principle, and
might constitute a violation of the legal requirement of specificity
and explicitness that demand purposes to be detailed and precise
and entail a shared common understanding, irrespective of any
different cultural/linguistic backgrounds, level of understanding or
special needs [25].

6.2 Implications
Our studies seem to indicate several areas of lack of enforcement
around the legitimate interest legal basis. Here, we add legal and
design implications drawn from our study to put our results into
practice.

Neither participants nor the law approve of advertising
purposes under the legitimate interests legal basis, despite
its common usage. As observed in Section 2.1, the use of the open-
textured term, “legitimate interests” allows controllers to base the
processing of personal data on a balancing decision when indeed
their own legitimate interests outweigh those of the data subjects.
This is necessary because the law (Art. 6(1) GDPR) may not foresee
all potential scenarios that may occur in practice.

“Legitimate interest” is essential to ensure the processing of per-
sonal data in cases where these legitimate interests are likewise to be
protected as fundamental rights. However, as outlined above in Sec-
tion 2.1, advertising does not constitute a legitimate interest. Online
behavioral advertising (and consequent profiling of data subjects) is
often used to finance online services and data collection for adver-
tising is not “strictly necessary” from the point of view of a website
user. Hence this purpose instead requires the legal basis of consent
according to Art. 5(3) ePD, as mentioned in other studies [57, 61].
Several policy documents [24, 26, 43] and regulatory decisions [2]
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postulated this stance that advertising purposes should only rely
on the legal basis of consent and not under legitimate interest.

The results of our second study showed that participants’ evalu-
ations of legitimate interests are well in line with this legal assess-
ment as they do not approve of ad-related purposes. In contrast,
our first study found that a lot of websites based their data pro-
cessing on legitimate interests for advertising purposes. This result
clearly points to a lack of enforcement and a mismatch between
user preferences and reality regarding this legal basis.

Lack of enforcement. The function of “legitimate interests”
as a legal basis for cases that were not foreseen by the law has
one important consequence: the decision on whether legitimate
interests actually outweigh the protection of personal data, and
thus are a valid legal basis, is reliant on the case-by-case assessment
of executive decisions by DPAs and judicial findings of courts. This
means that this huge margin of interpretation ultimately depends
on assessing these cases in practice. Otherwise, as our studies show,
it may be exploited to the detriment of data subjects’ rights. With
all this flexibility of the term comes the concern that too many
non-compliant cases occur in practice. Our results suggest that this
is the point we have now reached, which is that there is effectively
a lack of enforcement of legitimate interests in privacy notices. The
29WP already asserted that the lack of a consistent approach of this
legal basis may result in a lack of legal certainty and predictability,
may weaken the position of data subjects, and may also impose
unnecessary regulatory burdens on businesses [25]. Such inconsis-
tencies have already led to litigation before the Court of Justice of
the European Union [9, 14, 15].

Data Protection Authorities need to explicitly assert in their
guidelines and decisions that balanced (or parity) choices (e.g.,
accept and object to all buttons, reducing the number of clicks,
etc.) apply to legitimate interest-based settings as well, not only
to consent settings. DPAs should also closely monitor the current
practices of CMPs, since we find that these embed and disseminate,
by default, deceptive practices in the privacy notices presented in
thousands of websites. In particular, the adoption of guidelines, for
example, by the EDPB that specify concrete requirements for the
design in case of legitimate interests-based data processing, would
be an important step. While these exist for the balancing test itself
with Working Paper 217 [25], and on deceptive designs with the
EDPB Guidelines on Dark Patterns 3/2022 [23], the cases where
deceptive designs are used when legitimate interests are applied as
a ground for data processing has not been addressed specifically.
Our studies indicate that it is this combination that poses specific
risks and that are in fact exploited by data controllers.

Privacy by design recommendations. Art. 25(1) of the GDPR
requires data controllers to implement appropriate technical and
organizational measures designed to implement data protection by
design and by default. As it has been raised by the EDPB Guidelines
on Dark Patterns, it would be important to strengthen and further
specify ex-ante requirements for both the design of data processing
mechanisms focusing on the UI and the language of privacy no-
tices [23, p. 10-11]. Along with previous findings [41, 54, 56, 63, 67],
we suggest that possible implementations of the principle of data
protection by design and by default (Art. 25 GDPR) could include i)
legitimate interest object-all buttons, ii) presenting fewer choices to

prevent overwhelming users, and iii) adopting intelligible language
within legitimate interest settings using neutral language.

Along these lines, Art. 10 of the Proposal of the ePrivacy Regu-
lation (EU Commission version) [20] envisions the possibility for
consent to be expressed at the browser level. This change, if ac-
cepted, would reduce the amount of privacy notices and deceptive
design practices mentioned in this paper. The results of the trilogue
negotiations—currently taking place between representatives of the
three bodies involved in the EU legislative process, the EU Commis-
sion, the Parliament and the Council of Ministers—might dictate the
future of consent expression, though we posit that mechanisms for
automated consent have the potential to address deceptive design
practices.

7 CONCLUSION
Legitimate interest is a broad legal ground for collecting data under
the GDPR that has the potential to be misused. Through a web
crawl of 10,000 top websites, our paper empirically investigates
how legitimate interest is used in privacy notices, and investigates
user perceptions of these practices. In our first study, we identified
the various deceptive designs that are applied when implementing
legitimate interest in practice. Our second study found that the way
legitimate interest is used is not in line with user opinions of how
they prefer their data be used, and that user acceptance of a data
purpose is impacted by who it is believed to benefit.

Based on the results, we identified deceptive designs being ap-
plied when legitimate interests are mentioned in privacy notices,
and discuss the legal and design implications of such practices.
Our studies indicate a need for better enforcement of the GDPR,
reconsidering the way legitimate interests should be used, and con-
sulting with end-users to integrate user opinions about how their
data should be collected and processed.
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Section 2: TCF purposes 
 

Purpose Explanation (taken from the TCF) 
Select basic ads Ads can be shown to you based on the content you’re viewing, the app 

you’re using, your approximate location, or your device type. 
Create a personalized ads profile A profile can be built about you and your interests to show you 

personalised ads that are relevant to you. 
Select personalized ads Personalised ads can be shown to you based on a profile about you. 
Create a personalized content profile A profile can be built about you and your interests to show you 

personalised content that is relevant to you. 
Select personalized content Personalised content can be shown to you based on a profile about you. 
Measure ad performance The performance and effectiveness of ads that you see or interact with 

can be measured. 
Measure content performance The performance and effectiveness of content that you see or interact 

with can be measured. 
Apply market research to generate audience 
insights 

Market research can be used to learn more about the audiences who 
visit sites/apps and view ads. 

Develop and improve products Your data can be used to improve existing systems and software, and to 
develop new products. 

 
 
 
 
 
 
 
 
 



Section 3: Codebook 
The 87 codes and 8 themes identified related to legitimate interest in privacy notices. The “Group” is used to further organize 
codes. 
 

Theme Group Codes 
Stakeholders: those involved 
in the online consent 
ecosystem, and interested in user data 

Service provider: the company 
providing the service 

“We” 

Consent authorities: those with a role in 
creating consent standards 

IAB Europe and TCF 

Consent management platforms 
(CMPs) 

3rd parties: companies not directly 
providing the service, but still 
collecting user data 

Google 

Social media partners 

Ad-tech providers 

“Trusted partners” 

TCF vendors 

“Pre-selected companies” 

Analytics partners 

IAB vendors 

Extent to which consent and legitimate 
interest choices apply 

Duration: how long users’ choices 
apply 

 

Choices apply for 6 months 

Will not be asked to consent again for 

15 days 

No duration present 

Reach: which website(s) users’ choices 
apply to 

Choices only apply to that website 

User info is shared with 3rd parties 

Choices apply to service provider and 
their group of websites 

Nothing indicated 

Purposes: the purposes for which data 
is collected and used 

Legitimate interest purposes: all of 
these are legitimate interest purposes 
listed in the TCF 

Select ads 

Develop and improve products 

Create personalized ad profile 

Select personalized ads 

Create personalized content profile 

Select personalized content 



Measure ad performance 

Measure content performance 

Market research for audience insights 

Special purposes: all these are also 
special purposes listed in the TCF 

Store and access data 

“Special purposes” 

Security, debugging, preventing fraud 

Deliver ads and content 

Benefits to user: ways privacy notices 
frame data collection to make it sound 
appealing to users 

Website and business operation 

“Data is used to improve...” 

View website content 

More data means better results 

Keeps service free 

Website functions properly 

Deceptive design elements: elements 
of legitimate interest in privacy notices 
that can deceive users 

Linguistic elements: ways text is used 
to deceive users 

Placebic definition of what legitimate 
interest is 

Alludes to legitimate interest, without 
saying it explicitly 

No mention of what "Legitimate 
Interest" means 

Complex choice architecture: UI design 
elements that are overly complicated, 
and requires more time for users to 
navigate 

Presence of a legitimate/consent toggle 

Object to legitimate interest by vendor 
and/or purpose 

Expand each legitimate interest item to 
learn more and object 

Object to legitimate interest in privacy 
policy 

No legitimate interest-specific object 
option 

General design elements: broader UI 
design elements that deceive users 

No legitimate interest object all button 

Legitimate interest object button 
present in a deeper layer 

Hard to read (e.g., small font, block of 
text) 



Types of cookies: cookies or 
technologies being used to track and 
collect data 

Cookies Functional cookies 

Always active cookies 

Strictly necessary cookies 

Performance cookies 

Statistical cookies 

Recommended cookies 

Targeting cookies 

Other forms of tracking technology “Cookie-equivalent technology” 

Data that is being collected Website interactions: the data from a 
user’s interactions with the website, 

possibly 3rd parties, which is collected 

Visited pages 

Time of visit 

Frequency of visit 

“Standard information” 

Browsing data 

URLs visited 

Device information: information 
obtained from the device is collected 

IP address 

Geolocation data 

Cookie IDs 

Device data 

Match and combine data from 

different sources 

Identification: sensitivity of the 
information collected and its abilities to 
identify the user 

“Non-sensitive information” 

"Does not (usually) directly identify 
you" 

Framing: the way consent notices 
describe user privacy and legitimate 
interest 

User rights: companies frame privacy 
in a way that indicates users have 
choices and rights 

Users have a right to object 

“Privacy is a priority” 

"We value your privacy" 

Legitimate interest framing: how 
legitimate interest is defined or referred 
to in privacy notices 

Legitimate business interest 

Rely on legitimate interest rather than 
consent 



Processing without your consent 

Objection does not mean collection is 
prevented 

Your consent, our legitimate interests 

Legitimate interest is subjective (some 
privacy notices frame it as if it is just 
what the data controller thinks is a 
legitimate interest) 

Take objections into consideration for 
future site development 

Legitimate interest-related actions: 
actions users can take when they 
encounter legitimate interest in a 
privacy notice 

Manage choices: privacy notices offer 
users an option to manage their 
legitimate interest choices 

Users can object to all legitimate 
interest purposes and vendors 

Users can object to legitimate interest 
for some purposes and/or vendors 

Object to legitimate interest in privacy 
policy 

Make a granular choice 

Transparency: ways users can find out 
more about how their data is being used 

View vendors 

Review data purposes 

 
 
 
Section 4: Survey 
 
Background Questions 

1. Have you ever come across a consent notice, such as these examples below:

   
a. Yes 
b. No 
c. Not sure 

 



2. Have you ever adjusted your privacy preferences using consent notices? For example, clicking “Change my 
preferences" on the first screenshot. 

a. Yes 
b. No 
c. Not sure 

3. How concerned are you about your data privacy when using the Internet? 
a. Not concerned at all  
b. Not very concerned  
c. Somewhat concerned 
d. Very concerned 

4. How much control do you feel like you have over whether your data is collected online? 
a. A lot of control  
b. Some control  
c. Not very much control  
d. No control at all  

 
Vignette Section 
Imagine you are entering a [news/e-commerce/search engine/social media/government/non-profit/entertainment/banking] 
website, such as the one below. You enter the website, and see a consent banner appear. 
 
[The same questions appeared for the following three purposes] 
 
Functional or Strictly Necessary means to enable you to move around the website and use its features, such as logging in, 
authentication, shopping basket, e-billing and interacting with your device. 
 
User experience improvement means to collect and process information about your use of the website to provide you with 
personalized enhanced features, like to remember the choices that you made (username, the language, region you are in, fonts, 
text size, etc). 
 
Sharing data with third parties means to share your information with third-parties beyond the website you are visiting. 
 
Questions 5, 7, 9. I think this purpose is essential for the functioning of this type of website and service offering. 

a. Complete disagree 
b. Somewhat disagree 
c. Neither agree nor disagree 
d. Somewhat agree 
e. Completely agree 

 
Questions 6, 8, 10. Rate how much you think this purpose benefits each group: 
[rate from 1- Not at all, 2 – A little, 3-  A moderate amount, 4 – A lot] 

a. The user (if I were to use this website)  
b. The company offering the service  
c. Third parties (e.g. advertising companies)  
d. Other users of the website/service 
e. Society  

 
Sometimes, websites might collect data for the following purposes without asking for permission. For each of the following data 
collection purpose, how comfortable are you with 
this: 
 
[The same questions appeared for the following eight purposes] 
 
Personalized content delivery and measurement: create and display personalized content that is relevant to you, content you 
interact with are measured for performance and effectiveness. 
 
Personalized ad delivery and measurement: deliver, personalize ads, select and measure the effectiveness of these ads. 
Advertising and marketing material can be shown to you based on the content you’re viewing, the app you’re using, your 
approximate location, or your device type. Ads you interact with are measured for performance and effectiveness. 
 



Analytics, statistics, audience insights: measure, improve and report on your engagement with the website service, like the 
number of unique visits to a website, how long users stay in the site, what parts and pages of the website are browsed, main 
searched keywords, etc. Apply market research to learn more about audiences who visit sites/apps and view ads. 
 
Developing and improving products: your data can be used to improve existing systems and software, and to develop new 
products and functionalities. 
 
Future innovations: your data can be used for future innovations unrelated to the service the website currently provides. 
 
Archiving data for scientific or historical research, public interest, statistical purposes: Your data can be used for future 
archiving purposes in the public interest, scientific or historical research purposes or statistical purposes. 
 
Security and debugging: your data can be used to ensure systems are working securely. 
 
Fraud detection and law enforcement: your data can be used to monitor for and prevent fraudulent activity, and indicating 
possible criminal acts and threats to public safety. 
 
Questions 11, 13, 15, 17, 19, 21, 23, 25. How comfortable are you with sharing data for this purpose without your permission? 

a. Not comfortable at all  
b. Not comfortable  
c. Neither comfortable nor uncomfortable  
d. Somewhat comfortable  
e. Very comfortable 

 
Questions 12, 14, 16, 18, 20, 22, 24, 26. Rate how much you think this purpose benefits each group: 
[rate from 1- Not at all, 2 – A little, 3-  A moderate amount, 4 – A lot] 

a. The user (if I were to use this website)  
b. The company offering the service  
c. Third parties (e.g. advertising companies)  
d. Other users of the website/service 
e. Society  

 
Legitimate Interest Questions 
 
27. When a website tells you they are collecting data for “legitimate interest” purposes, 
whose legitimate interests do you think they mean? [Select all that apply]  

a. Your (the user's) legitimate interest  
b. The company's (offering the service) legitimate interest  
c. Advertisers' legitimate interest  
d. Society's legitimate interest  
e. Other website users' legitimate interest  
f. Unsure 

 
 
[this section is shown on the next page, after Q27 has been answered]  
"Legitimate Interest" under the GDPR is defined as data processing that is necessary for the legitimate interests of the data 
controller (e.g., websites offering a service), or third parties 
(e.g., advertising companies). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



28. Under which scenarios do you think your data would be collected? (select all that apply) 
 
 

a. When both toggles are active: 

  
 
b. When only the "Consent" toggle is active:  

 
 
c. When only the "Legitimate Interest" toggle is active:  

 
 
d. When neither toggle is active: 

              
 
29. What could be some downsides or harms of sharing personal data to companies for legitimate interest purposes?  
[open response] 
 
 
 
 



Demographics  
 
Questions 30 – 39. How familiar are you with the following computer and Internet-related items? Please choose a number 
between 1 and 5 where 1 represents “no understanding” and 5 represents “full understanding” of the item. 
 
30. Spyware 
31. Cache 
32. Phishing 
33. Privacy settings 
34. Meme 
35. Tagging 
36. Followers 
37. Viral 
38. PDF 
 
39.  What age group are you in? 
a. 18 - 24  
b. 25 - 34  
c. 35 - 44  
d. 45 - 54  
e. 55+  
 
40. What gender do you identify as? 
a. Male  
b. Female  
c. Non-binary / third gender  
d. Prefer not to say  
 
41. How long have you been living in the European Union? 
a. I don't currently live in the EU  
b. Less than a year  
c. Less than 4 years  
d. 4+ years 
 
42. Where in the European Union do you live?  
[drop-down of all EU countries + an option for “Other”] 
 
43. What language do you primarily use the internet in? 
[drop-down of languages spoken in the EU + an option for “Other”] 
 
Section 5: Additional plots 
 

1. Plots for user ratings of how much each user group benefits from the following purposes 

  
 



  

 

  

  



 
 

2. Correlation matrix of how much each data collection purpose is correlated to each other 
 

 



 
Section 6: Description, reasoning, and sources behind the purposes we included in our survey 
 

Purpose and definition presented Source(s) and reasoning 
Functional or strictly necessary: enables you to move 
around the website and use its features, such as logging in, 
authentication, 
shopping basket, e-billing, and interacting with your device 

According to previous research has shown that this is a 
commonly used data collection purpose [66]. We wanted to 
investigate whether users feel this is actually strictly 
necessary, and therefore a possible contender as a legitimate 
interest purpose. 

User experience improvement: collect and process 
information about your use of the website to provide you 
with personalized 
enhanced features, like to remember the choices that you 
made (username, the language, region you are in, fonts, text 
size, etc.) 

User experience improvements is used by 61% of sites 
analyzed in a study [66]. 

Sharing data with third parties: sharing your information 
with third-parties beyond the website you are visiting. 

Previous work has looked at user perceptions of sharing data 
for advertising [12]. For our study, we wanted to see general 
reactions to sharing user data with third parties. 

Personalized content delivery and measurement: create 
and display personalized content that is relevant to you, 
content you interact with are measured for performance and 
effectiveness. 

This amalgamates the TCF’s legitimate interest purposes of 
Create a personalized content profile, Select personalized 
content, and Measure content performance [23]. 

Personalized ad delivery and measurement: deliver, 
personalize ads, select and measure the effectiveness of these 
ads. Advertising 
and marketing material can be shown to you based on the 
content you’re viewing, the app you’re using, your 
approximate location, or 
your device type. Ads you interact with are measured for 
performance and effectiveness. 

This amalgamates the TCF’s legitimate interest purposes of 
Create a personalized ad profile, Select personalized ads, 
and Measure ad performance, [23]and GDPR’s 
recommendation that Direct Marketing: the communication 
(by whatever means) of any advertising or marketing material 
which is directed to particular individuals (recital 47) 
be included as a legitimate interest purpose [13]. 

Analytics, statistics, audience insights: measure, improve 
and report on your engagement with the website service, like 
the number of unique visits to a website, how long users stay 
in the site, what 
parts and pages of the website are browsed, main searched 
keywords, etc. Apply market research to learn more about 
audiences 
who visit sites/apps and view ads. 

This is the TCF’s purpose of Apply market research to 
generate audience insights, but we changed the name to be 
more succinct and understandable to end-users [23]. 

Developing and improving products: Your data can be 
used to improve existing systems and software, and to 
develop new products 
and functionalities. 

This is from the TCF’s purpose of Develop and improve 
products [23]. 

Future innovations: your data can be used for future 
innovations unrelated to the service the website currently 
provides. 

Previous research have discussed the undesirability of data 
minimization, as it interferes with future innovations [26, 75]. 
We wanted to investigate how users felt about this purpose. 

Archiving data for scientific or historical research, public 
interest, statistical: your data can be used for future 
archiving purposes in the public interest, scientific or 
historical research purposes or statistical 
purposes. 

Article 89 of the GDPR says that data can be collected 
without consent for Processing personal data for archiving, 
scientific research or historical or statistical purposes: Your 
data can be used for archiving purposes in the public interest, 
scientific or historical research purposes or statistical 
purposes [13] 

Security and debugging: your data can be used to ensure 
systems are working properly and securely. 

This purpose amalgamates Ensure security, prevent fraud, 
and debug from the TCF’s special purposes [23] and the 
GDPR’s recommendation that Network and information 
security be a legitimate interest purpose [13]. 

Fraud detection and law enforcement: your data can be 
used to monitor for and prevent fraudulent activity, and 
indicating possible 
criminal acts and threats to public safety 

This purpose amalgamates Ensure security, prevent fraud, 
and debug from the TCF’s special purposes [23], the 
GDPR’s recommendation that Fraud prevention purposes 
(recital 47), and Indicating possible criminal acts or threats 
to public safety (recital 50) be legitimate interest purposes 
[13], and the Center for Information Policy Leadership’s 



recommendation that Crime prevention and Compliance with 
foreign law, law enforcement, court, and regulatory 
bodies’ enforcement be legitimate interest purposes [27] 

 
 
Section 7: Wilcoxon Results Table 
 

Legitimate Interest purpose Security and 
debugging 

Fraud and law 
enforcement 

Personalized ads and 
measurement 

Personalized content and measurement Z = 120533,  
p < 0.001** 

Z = 113442, 
 p < 0.001** 

Z = 68364, 
p < 0.001** 

Personalized ads and measurement Z = 128966, 
p < 0.001** 

Z = 121898,  
p < 0.001** 

- 

Analytics Z = 107426,  
p < 0.001** 

Z = 101278,  
p < 0.001** 

Z = 56636,  
p < 0.001** 

Develop and improve products Z = 92384, 
p < 0.001** 

Z = 86908, 
 p = 0.03* 

Z = 40175,  
p < 0.001** 

Future innovations Z = 106384,  
p < 0.001** 

Z = 100084, 
 p < 0.001** 

Z = 53241, 
 p < 0.001** 

Archiving Data Z = 93902, 
 p < 0.001** 

Z = 88476,  
p = 0.01* 

Z = 43718,  
p < 0.001** 

Security and debugging - Z = 75397,  
p = 0.15 

Z = 31034,  
p < 0.001** 

Fraud and law enforcement Z = 84603,  
p = 0.15 

- Z = 38102,  
p < 0.001** 
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